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High pressure neutron diffraction measurements of the structure factor of fluid methane (CD,) at
T=1370 K and three supercritical densities are presented, and the intra- and intermolecular structures
are determined. The variation of the density has only a weak effect on the intermolecular distribution
functions. Statistical mechanical calculations according to the extended reference interaction site model
formalism were performed, and an intermolecular potential of a (12-6) Lennard-Jones type with partial
charges on the atoms was deduced that reproduces the experimental total atom correlation functions at
all investigated thermodynamic states. Additionally, the corresponding structure factor of statistically
orientated methane molecules was calculated. As the agreement between experiment and theory is very
good, it is concluded that no orientational correlation exists in fluid methane. Reverse Monte Carlo cal-
culations (RMC) were performed with the recently developed optimization algorithm great deluge [G.
Dueck, J. Comput. Phys. 104, 86 (1993)]. This is a non-Boltzmann sampling method specially used for
minimizing the difference between the experimental and the simulated intermolecular distribution func-
tion. The results, obtained by RMC, confirm the statistical mechanical calculations and show that the
distribution of the molecules in fluid methane is randomly distributed and no orientational correlation
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between the molecule axes exists.

PACS number(s): 61.12.—q, 61.20.—p

I. INTRODUCTION

As is well known, the chemical and physical properties
of the alkanes change systematically with increasing
chain length. In order to find a generally valid theory of
the behavior of the alkanes, many experimental investiga-
tions and theoretical considerations were carried out on
them. One of the first theories was proposed by Prigo-
gine, Bellemans, and Mathot [1]. The theory is a general-
ization of the principle of corresponding states and is
based on a cell model. Each molecule is subdivided into
quasispherical segments whose interactions are character-
ized by the distance d and the energy €. Since the mole-
cule is described by a chain of spherical elements, no
change of properties of the system should be expected in
this model if the total number of segments remains unal-
tered. A similar but more refined model for the descrip-
tion of molecular, alkanelike liquids is the fused hard-
sphere (FHS) model and its extension, the so-called bond-
ed hard-sphere (BHS) model [2,3]. In the FHS theory,
the molecules are represented by overlapping hard
spheres that usually coincide with the individual atoms
forming the molecules. In this approach the properties of
polyatomic molecules are reduced to those of spheres. In
the BHS theory the polyatomic molecules are modeled as
tangentially bonded hard spheres, where spheres of type 1
make up the backbone of the chain and spheres of type 2
represent the substituent atoms. Good agreement be-
tween the BHS theory and Monte Carlo simulation, test-
ed on thermodynamical properties of different alkanes,

has been achieved [4-6], but the experimental
verification is still lacking.
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In principle, the experimental verification or
falsification of statistical mechanical theories that start
from an intermolecular potential can follow two routes.
Thermodynamic data can be calculated by integration ei-
ther of the intermolecular potential and the correspond-
ing atom pair correlation function or of terms derived
from both functions, over all distances. It is obvious that
the integration of quite different functions can give al-
most the same results or, in other words, the reproduc-
tion of experimental thermodynamic values is a strong in-
dication but not a proof of the validity of the applied po-
tential. In comparison to that, a more stringent proof re-
quires scattering experiments, as they give distance-
dependent quantities, namely, the pair correlation func-
tions.

According to our experience, data of at least three
thermodynamic states are prerequisite to test the quality
of intermolecular potentials and to detect trends in the
intermolecular structure of liquids. As the structural
changes are often small, measurements with high pre-
cision are required.

The simplest species in the homologous series of al-
kanes is methane. As methane is a spherical molecule, it
serves as a model substance for theoretical studies. For
example, methane was an object of many molecular dy-
namics calculations {7-16], Monte Carlo calculations
[17], and experimental work [18-22] with the aim of
deducing thermodynamic properties from microscopic
properties. Despite the enormous theoretical interest,
there exist few diffraction data with information on the
microscopic structure of methane gas, i.e., the measure-
ments of Habenschuss, Johnson, and Narten [23], who
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performed x-ray diffraction on methane gas at its triple
point, and the measurements of Johnson and Olsson [20],
who mvestlgated the translational and rotational motlons
of methane in a momentum range of k=0.8-2.0 A~
They concluded that it is necessary to extend the momen-
tum range of the scattering functions and that they have
to study the recoil effects first, because they found only
weak temperature-dependent coupling effects, in contra-
diction to Habenschuss, Johnson, and Narten.

In view of the fundamental importance of the methane
system for statistical mechanical theories and computer
simulations, as well as for the need for a test of recent
theories of the properties of alkanes, as described above,
we performed neutron diffraction measurements of the
structure factor of methane gas. As density-dependent
measurements of the structure factor are a powerful tool
for testing the quality of intermolecular potentials, which
are prerequisite for describing structural properties of
molecular liquids, the measurements were carried out at
three supercritical thermodynamic states.

For all measured thermodynamic states we performed
reverse Monte Carlo simulations and statistical mechani-
cal calculations (the extended reference interaction side
model), with the goal of deducing an intermolecular po-
tential that describes the experimental data at all mea-
sured densities. Our intention was also to check the va-
lidity of the theories mentioned above or even to improve
statistical mechanical theories on the basis of the experi-
mental data. For instance, one question is whether we
can reduce the characteristic features of the homologous
series of the alkanes to the properties of the simplest
representative of these organic compounds, methane.
Another question is whether the methane molecule can
be treated as a spherical molecule with a single Lennard-
Jones potential and with only a spherical form factor
needed to reproduce the neutron diffraction data. If the
answer is yes, this would be a proof that no orientational
correlation exists in fluid methane.

II. BASIC RELATIONS

The theory of neutron scattering by liquids is well de-
scribed in the literature [24—-27]. Therefore we give here
only.a short survey for a better understanding of the data
evaluation in this work. The short-range order of a pure
molecular liquid of number density p is described by a set
of atom pair correlation functions g,z(7), where the indi-
vidual function g,g(r) gives the relative probability to
find an atom of type [ at distance 7 from an atom of type
a. The atom pair correlation functions are related to the
partial structure factors [S,5(x)] in momentum space by
Fourier transformation.

The sum of all atom pair correlation functions, weight-
ed by the coherent scattering lengths of the correspond-
ing atom pair, can be obtained by scattering experiments.
The intensity of the fraction of the incident neutrons of
the wavelength A, scattered into an element of the solid
angle d(Q, is proportional to the differential scattering
cross section (do /d1). In the case of elastic scattering,
the scattering angle 26 and the wavelength A are related
to the momentum transfer x by
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=(47/A)sin© . 1)

In the case of time-of-flight measurement, the wavelength
A of elastically scattered neutrons is given by

A =—2Tf @)
mn (L] +L2 )
where ¢ is the time of flight, m, the mass of the neutron,
L, the flight path moderator to sample, and L, the flight
path sample to detector. The differential scattering cross
section consists of an incoherent and a coherent part.
The latter is split into three terms

self self
do |_ |do da
da | |da aa |,
d intra inter
g ag
+ 22| + |42 3
dQ aa |, ®

The “self” term is the sum of the scattering of the isolat-
ed atoms of the molecule and is given by Eq. (4), where
b, stands for the coherent and incoherent scattering
lengths of the atom a and the sum runs over all atoms of
the molecule

self self

U _2 bcoha+b12nca)' )

daa

ag
dQ

The remaining coherent part of the differential scattering
cross section, called the distinct term (do /d Q)% con-
tains the information about the intramolecular as well as
the intermolecular structure of the liquid. The inter-
molecular term of the differential scattering cross section
is related to the weighted sum of all intermolecular par-

tial structure factors according to Eq. (5):

inter
do

da

=p g 2 coh,a cohBSaﬁ( K) . (5)

By Fourier transformation of the distinct term, the
weighted sum of all atom pair correlation functions G(r),
denoted in the following as “total atom distribution func-

tion,” is obtained:
m
)= z E bcoha coh, BgaB(r) (6)
— 1
G(r)=1+ - 5
27rzp 2 bcoh,a ]
a=1
© dis
x max . 2 , 7
fo hJ(,(Kr)lc dk 7
_ b
bcoh,a=m(;$ H (8)
2 bcoh,a
a=1

Jo(kr)=sin(kr)/(kr) is the spherical Bessel function of
zeroth order [28].
If the molecular structure is known, the intramolecular
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contribution can be calculated according to Eq. (9):

intra
do < . —n2k2/2
dQ = 2 2 bCoh,abcoh,BJO(Kraﬁ)e g . 9)
h —18=1
co! a g;&a

¥ op is the mean distance of the atoms a and  and n 4 the
mean square amplitude of the displacement in direction
of r,g [24,29].

The thermodynamic limit k—0 of the total coherent
differential cross section is related to the isothermic
compressibility Y according to Eq. (10). This relation
can be used to extrapolate (do /d )., to small k values
that are not accessible by standard diffraction experi-
ments

lim
k—0

=pxrksT

coh

m 2
71—% a§1 bcoh,a ] ’ (10)
where kj is the Boltzmann constant.

In a case of spherical symmetry, the intermolecular
structure factor is described by a molecular center struc-
ture factor S, (k), which is the Fourier transform of the
center-center correlation function [30]

(do /dQ)™er=pf2 (k)S,, (k) (11)

and f,, (k) is the so-called spherical form factor, which
depends only on the scattering lengths of the atoms of the
molecule and of the intramolecular distances r, and as-
sumes that the orientation of neighboring molecules is
uncorrelated. For methane the center-center correlation
function is identical to the carbon-carbon correlation
function and the molecule form factor is explicitly given
by

sin(kr,)

5
fm(K):agl ba K7 o

sin(k?cp )
=bo+aby—2" | (12)
Krcp
where rcp is the distance between the molecule center,
the carbon atom, and the hydrogen atoms.

III. EXPERIMENT

The high-pressure time-of-flight measurements on CD,
were performed at SANDALS diffractometer at the ISIS
pulsed neutron source (Rutherford Appleton Laboratory,
Chilton, Didcot, United Kingdom). The CD, sample was
purchased from MSD-Isotopes (MD-114) with an isoto-
pic purity of 99.9%. The high-pressure cell was designed
to withstand a pressure up to 1000 bar and consists of a
cylinder with an outer diameter of 11.67 mm and an
inner diameter of 7.6 mm, made of Ti-Zr zero alloy [31].
The top and bottom of the pressure cell were heated to
prevent temperature drift. The pressure apparatus is de-
scribed in detail in a previous paper [32]. Some
modifications were made so that the thermodynamic vari-
ables pressure and temperature could be adjusted from
outside the vacuum chamber. The geometrical setup
remains unaltered throughout the course of the measure-
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ments, even for the measurements of the empty cell, since
the pressure cell can be evacuated from outside. The
scattered intensities of background, vanadium, filled con-
tainer (with sample or with a vanadium rod inside), and
empty container were recorded as a function of the neu-
tron time of flight at ten scattering angles with zinc sul-
phide detectors. These detectors were 10 mm wide, 20
mm deep, and 200 mm tall, covering a scattering angle
range of 3°-21° in a continuous range [33]. The incident
wavelength range of the neutron beam was 0.05-4.0 A
with a beam of circular cross sectian and 32.0 mm in di-
ameter.

It is a characteristic feature of high-pressure experi-
ments that the signal-to-noise ratio, i.e., the difference be-
tween scattered intensities of the cell, filled with the sam-
ple, and the empty cell, is rather small. In order to ob-
tain a satisfactory signal-to-noise ratio and to keep sta-
tistical error of each measurement constant as well as to
check the reproducibility of the measurements, a set of
four runs at the highest density and six runs at the lowest
density were averaged, with a typical run lasting about 3
h at the normal ISIS proton current of 180 uA.

The measurements of the structure factor of CD, were
performed at three thermodynamic states, given in Table
I, with the PVT data taken from Ref. [18]. As the critical
constants of CD, are T,=190.8 K, p.=46.3 bar, and
p.=0.164 gcm 3 [18], all thermodynamic states studied
were supercritical. During the measurements the fluctua-
tions of pressure and temperature were within 0.4% and
0.3%, respectively.

IV. DATA EVALUATION

In order to evaluate the data, the energy scale was con-
verted to neutron wave-vector change «. The data were
corrected for background, self-absorption, multiple
scattering and normalized according to the ATLAS
manual and with the procedures provided by the neutron
facility of the Rutherford Appleton Laboratory [34]. The
results of these corrections are the differential scattering
cross sections for each scattering angle separately. Addi-
tionally, as already mentioned, we had measured a vana-
dium rod inside the pressure cell and evaluated the data
like a sample to check the correction procedures with
respect to the background, self-absorption, and multiple
scattering of the high-pressure apparatus and the thick-
walled pressure cell. By comparing the scattering intensi-
ties of the vanadium rod inside the pressure cell with the
well defined theoretical intensities of vanadium, we
detected small discrepancies in the normalization and
corrected for it by using the data from a vanadium rod

TABLE 1. Temperature, pressure, and density characterizing
the thermodynamic states of the neutron diffraction experi-
ments on supercritical CD, [18].

Temperature (K) p (bar) p (gem™?)
370 510 0.27
370 610 0.31
370 770 0.34




3508 G. STRAUR et al. 53

TABLE II. Values for the calculated and the differential cross section extrapolated scattering inten-
sities at k=0 for the corresponding densities and isothermal compressibilities of CD,. The PVT data

for the calculation of y 1 are taken from Ref. [18].

(do/dQ)e (1073 m?) (do /d Q)P (10730 m?) p (gem™3) xr (1078 m?2N~1)
500 700 0.27 1.05
400 500 0.31 0.78
315 350 0.34 0.55

inside the pressure cell and its theoretical scattering for
calibration of the samples.

As the neutrons are recorded at small angles at the in-
strument SANDALS, the inelasticity corrections are ex-
pected to be small. Nevertheless, the inelasticity effects
become important for samples containing H atoms, espe-
cially in the region of k—0.

Since the effect of inelastic scattering is not generally

J

4y(Aa+3) 2y[a’B—6a(4+1)—3(5a—1)]

taken into account in the standard analytical correction
procedures [35], we evaluated a procedure for the correc-
tions that is based on an equation of Egelstaff [26], who
has developed the formalism of Placzek [36] and Powles
[37-42]. The inelastic correction is a function of © and
k, with the temperature, the effective mass of the sample,
the scattering geometry, and the efficiency of the neutron
detection process as parameters

2ym, |ad+a+2 m,kgT
P(26,k,)=— 1—2y+
(20,0 )= =4 a+1 M _2E, Y
where y =sin’0, Ko=K,/2sinO, a=L,/L,,

A=1—(e/ky)[1/E (ko) —1], B=A+(e/ky)[1/
E (kg)—1], Ej(ky)=1—e _E/Ke, E,=#3/2m, m, is
the neutron mass, kjp is the Boltzmann constant, E is the
energy of the incoming neutrons, L, is the flight path of
the incoming neutrons, L, is the flight path of the scat-
tered neutrons, € is the detector constant, M is the
effective mass of the sample, and T is the temperature of
the sample. The important part of the program we used
is based on a fit of the effective mass, in a k range where
the experimental intensities are oscillating about the sin-
gle atom scattering. The value for the effective mass of
the methane molecule at the investigated thermodynamic
states, obtained from the best fit, is 7.4 g/mol. The
Plazcek correction term is subtracted from the data ac-
cording to

corrected experimental Plazcek

da
dQ

ag

dQ

g

dQ

(14)

Then we merged the data of the different scattering an-
gles, taking into account only the region of overlapping.

. In the experimentally inaccessible range of «=<0.35
A 7! the data were extrapolated to k=0 A~ ' after having
fitted the polynomial

(do/dQ)=a+bk+ck? (15)

in the k range of 0.35 A7'<k<0.75 A7!. The extrapo-
lated scattering intensities lim,_,o(do/dQ)., and the
values calculated from the isothermic compressibility of
CD, are given in Table II.

The discrepancy of extrapolated and calculated values
of (do/dQ),; at lower densities is caused by the
behavior of Y. As Yy diverges near the critical point,
this tendency becomes apparent with decreasing density,

a+1

, 13
(a+1)? 13

which is closer to the critical one. The data evaluation
was completed by the correction for systematic errors, a
procedure first applied by Weidner, Geisenfelder, and
Zimmermann [43]. In this procedure errors of the
differential scattering cross section in the form of large
periodic oscillations of usually low amplitude are correct-
ed. The method corresponds to a low pass Fourier filter
technique and is described in some detail in Ref. [32].
The resulting fully corrected coherent differential neutron
scattering cross sections of methane at all thermodynam-
ic states are given in Fig. 1. The determination of the
molecular structure was performed iteratively by fitting
the distinct term in a « range where no (or only minor) in-
termolecular scattering contributes to the total scatter-
ing.

200

t

0 4 8 12 16 i | A-1]
FIG. 1. Fully corrected coherent differential neutron scatter-

ing cross sections of CD, at 370 K and densities given in the

legend.
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TABLE III. Intramolecular distance C-D and Debye-Waller
factors of CD,, determined by fitting the distinct term of the
structure factor at the different investigated thermodynamic
states.

d in]t)ra n ¢D n DD P
(A) (A) (A) (gem™3)
1.099 0.0965 0.1407 0.27
1.099 0.0938. 0.1422 0.31
1.099 0.0948 0.1423 0.34
V. RESULTS

The distinct term (do/d Q)3 is split into the inter-
molecular part (do /d Q)" and the intramolecular part
(do /dQ)54%2; the corresponding Fourier transformations
are denoted G (7)™ and G(r)™™ in the following. The
weighted sum of the total atom distribution function,
defined by Eq. (6), is given in the case of CD, explicitly by

G(r)=0.040go(r)+0.319gp(r)+0.641gpn(r) . (16)

A. Intramolecular structure

For the determination of the intramolecular part of
(do /d Q) it can be concluded from an approximately cal-
culated intramolecular scattering intensity that the 1nter-
molecular contribution can be neglected at k=5.0 A~
Therefore, an iterative fit, based on a Levenberg-
Marquardt routine and taken from Ref. [44], was per-
formed in that range. Owing to the high symmetry of the
CD, molecule only one distance, namely, the C-D bond
length, is sufficient for the calculations of all the other in-
tramolecular distances and therefore only three parame-
ters had to be fitted, namely, the intramolecular CD dis-
tance (ri%42) and the Debye-Waller factors (ncp and
npp). The results of the fits are given in Table III and an
example for the comparison of the fit with the experiment
is shown in Figs. 2 and 3. In these figures the theoretical-
ly calculated molecular differential cross section of CD,
and its Fourier transform, together with the correspond-
ing experimental function for the fluid density p=0.34

gcm_3, are shown. In view of the fact that only three

cD, 370K p=0.34gcm™

500 ‘ Y --- theor. molecule J
! — experimental

N
AV

FIG. 2. Experimentally determined distinct term of CD, at
370 K, p=0.34 gcm ™3, and optimized theoretical intramolecu-
lar cross section.

k(do/dQ)%s [1072° m?]

—-100

—300

3509
—~ CDg4 370K
o ‘ '
© —p =0.34gcm3
6.0 --theor. molecule |

0 2 46 B rl[4)

FIG. 3. Total atom pair correlation function of CD, at 370 K
(p=0.34 gcm™3) and the optimized theoretical intramolecular
distribution function G™™(r).

parameters are sufficient for the calculation of the in-
tramolecular part, the agreement of the experiment with
the calculated G(r)"™ function is excellent. The peak at
r=1.1 A corresponds to the C-D bond length and at
r~1.8 A to the D-D distance. The measured data (Fig.
1) were transformed in a k range of 0.05 A™!'<k<17.9
AL In Fig. 3 the maxima in G(r) at values lower than
r=0.8 A are caused by termination-of-series errors of the
Fourier transformation.

There exist two possibilities for determining the in-
tramolecular structure. In general, if the largest in-
tramolecular distances are on the order of the magnitude
of the shortest intermolecular ones, it is quite difficult to
separate them by means of Fourier transformation in a
limited interval. But in our case, owing to the high sym-
metry of the molecule, the molecular geometry can be
determined from the well defined first peak of the total
atom distribution function that corresponds to the C-D
bond length only. As we obtained nearly the same in-
tramolecular distances for liquid and fluid densities of
CD, (see Tables III and IV), we assume that the in-
tramolecular geometry of CD, is not sensitive to density
changes in the investigated pressure range.

B. Intermolecular structure

The goal of this work is to study the changes of the in-
termolecular distribution functions as the density is
varied and to deduce an intermolecular potential that de-
scribes these changes in the range of investigated thermo-
dynamic states. The intermolecular differential cross sec-

TABLE 1IV. Intramolecular distance C-D found in literature
and determined in this work.

dine (A) Reference
1.09181 [63]
1.092 [64]
1.102 [65]
1.096 [66]
1.09 [16]
1.099 this work
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cD, 370K

100

[10—20 mz]

inter
coh

(do/dQ)?

—100

—-300

—-500

0 2 4 6

FIG. 4. Intermolecular part of the experimental differential
scattering cross section of CD, at 370 K and specified densities.

tions of all measured thermodynamic states are given in
Fig. 4. For a better comparison of the intermolecular dis-
tribution functions the corresponding intermolecular
differential cross section of each thermodynamic state
was Fourier transformed within the same k range of
about 0.05-10.0, A, where the exact upper limit was
given by the zero transition of the k(do /d Q)2 func-
tion. A transformation to a higher « value would im-
prove the resolution in the distribution function, but
would simultaneously increase the statistical uncertainty
due to the noise in the reduced intensity, which increases
with higher values of k. The intermolecular distribution
functions of all investigated thermodynamic states are
given in Fig. 5.

Looking at Fig. 5 we see only one broad intermolecular
peak at about 4.6 A and a small shoulder at about 2.8 A.
So the intermolecular C-C, C-D, and D-D distances are
not resolved in the G(r)™° function. The effects of the
density change are only visible for a decrease of the
minimum at 6.5 A and a small shift of the maximum at
4.6 A. This maximum corresponds to a superposition of
all intermolecular distances. The density dependence of
G(r) is here only weak. Likewise the peak at r=4.6 A
becomes smaller with increasing density and is shifted to
smaller-r values. This becomes more pronounced with
increasing density, indicating an increase of the ordered

CDy 370K

G(T)inte-r

0.8¢
0.6¢
0.4¢
0.2

0.0}
0.0 2.0 4.0 6.0

0 r[4]

FIG. 5. Intermolecular total atom distribution functions of
CD, at 370 K and specified densities given in legend.
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state. At r values beyond about 8 A the G(r) functions
approach the value 1, which corresponds to statistical
disorder.

A detailed discussion of the individual site-site inter-
molecular radial distribution functions is not possible
from the data alone, because the data represent only a
weighted sum of correlations. Instead it is necessary to
compare the data with the theoretically calculated func-
tions. This will be done in the next section.

VI. REFERENCE INTERACTION
SITE MODEL

The reference interaction site model (RISM) theory al-
lows the atom pair correlation functions to be calculated
from intermolecular atom pair potentials u ,5(7). The ex-
tended RISM (XRISM) theory expands the RISM theory
to systems with long range interactions in the intermolec-
ular potentials. It is common to both theories that they
offer a powerful tool to check various potentials by com-
paring the results with those obtained by the experi-
ments. The XRISM theory is already described in vari-
ous publications [45-49] and so we only present here a
brief summary of the required formalism.

The interaction-site model takes into account that each
molecule is presented by interaction sites and the molecu-
lar potential is given by the sum of atom pair interactions
u (7). Usually hard-sphere or Lennard-Jones potentials
are assumed, but a realistic potential must take into ac-
count the long-range interaction and therefore point
charges are placed on the sites, the interactions of which
are given by Coulomb potentials
12
9a8

9a8
Tap

qaqﬂ

. 17
41T€0raﬁ (17

uaﬁ(r)=4€aﬁ

The atom pair correlation is split into the direct correla-
tion function [c,g(r)] and the background function

[Vag(r)]
hop(r)=cog(r)+yqp(r) . (18)

The direct correlation function is related to h,g(7) ac-
cording to

haﬂ(r)=2 Zway(r)ocys(r)owaﬂ(r)
8

Y
+2 zpwa,‘,(r)"c},&(rbhsﬂ(") » (19)
vy &
wopl ) =85+ (1—=8,) ST (20)

where h,g(r)=g,g(r)—1 and the circles symbolize the
mathematical procedure of convolution. The correlation
functions are given in matrix form

R(r)=a(ree(ried(r)+pd(roe(rod(r) , @1

which is converted into a simple product by Fourier
transformation

R() =82 (k)D(K)+pd(K)e(K)D(K) . (22)

The relation of c,g(r) with the pair potential u ,g(7) and
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TABLE V. Parameters of different (12-6) Lennard-Jones po-
tentials according to Eq. (17) for methane (CD,), deduced by
Williams [52] and deduced in this work, where
Q5 =1389.2¢,95 kI mol !, g,=0.266, and gz = —0.0665.

€4 O 4B oQAB
AB (kI mol™ 1) (A) (kJ A mol™}) Reference
CC 0.40 3.25 [52]
CD 0.17 2.80 [52]
DD 0.06 2.42 [52]
CC 0.60 2.60 98.29 this work
CD 0.23 2.70 —24.57 this work
DD 0.09 2.80 6.143 this work

the background function y,4(r) is given by various clo-
sures as the Percus-Yevick (PY) approximation [50]

cap(r=(e " 8T _1)[y s(r)+1] (23)

or the hypernetted-chain (HNC) approximation [51]

e Ty, -1 (24)

As follows from these formulas, the intermolecular atom
pair potential must be known in order to calculate the
atom pair correlation function. We performed XRISM
calculations on CD, for the thermodynamic states that
were investigated and tested the PY and HNC approxi-
mations, assuming an intramolecular structure, listed in
Table ITII. We checked the potentials for methane, given
in literature [11,13,15,21,22,52,53], for our range of inves-
tigated thermodynamic states and found that the poten-
tial of Williams [52] reproduces our experimental data
best. Habenschuss, Johnson, and Narten [23] also con-
cluded by comparison with molecular dynamics calcula-
tions for methane, that the potential of Williams fits their
results best. With the XRISM results of the potential of
Williams (for the parameters see Table V) we could repro-
duce our experimental data qualitatively, but not the
effects of density change. Therefore we added a Coulomb
term and modified the values of the € and o parameters
in such a way that we achieved better agreement between
experiment and calculation. Often we succeeded in
reproducing the experimental results for one thermo-
dynamic state very well, but if we calculated the atom
pair correlation functions of a different thermodynamic
state, the results did not fit the experiment in a sufficient
manner.

Therefore the criterion that a potential should be appli-
cable for the complete range of thermodynamic states
serves as a good check on the quality of a potential. The
parameters of the potential we deduced from XRISM cal-
culations are given in Table V. This potential, in com-
bination with the HNC closure, reproduces the experi-
mental results in the investigated range of thermodynam-
ic states quite well, as shown in Fig. 6 together with the
results of the potential of Williams. In this figure it can
be seen that with decreasing density, particularly in the
region of r=35 A, the results of the Williams potential
differ more and more from the experimental data. The

coplr)=
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results of the potential deduced in this work, however, fit
the experimental data of all mvestlgated thermodynamic
states well, particularly in the region of r =35 A where
the effects of the density change appear.

Since we found that the HNC approximation fits the
experiments best, we show the dependence of density of
the individual atom pair correlation functions, obtained
with XRISM calculations and HNC closure, in Fig. 7. It
is a characteristic of the observed peaks that the right-
hand side of each main peak is broadened to larger-r
values and the maxima of the peaks in the range 4-7 A
are reduced with increasing density. The effects are the
same in all individual atom pair correlation functions. It
should be mentioned that we cannot reproduce the
G (r)inter functions exactly with the XRISM theory in the
range of » <4.5 A, maybe owing to the approximate clo-
sure relations, and also the small-r region of the experi-
mental functions are effected by truncation ripples, but
we reproduced the small effect of the density changes in
the region of »r >24.5 A very well. The fit of a Gaussian
function to the first peak of the center-center correlation
function of g..(r) gives coordination numbers from 4.5 at
p=0.27 gecm™* to 5.5 at p=0.34 gcm ™3 and indicates,
as can already be concluded from the shape of the curves,
that the intermolecular short-range order is reduced with
decreasing density.

VII. REVERSE MONTE CARLO SIMULATIONS

A. Method

Another method of interpreting diffraction data is pro-
vided by the reverse Monte Carlo simulation. This com-
puter simulation method was developed by McGreevy
and Pusztai [54] for structure modeling of amorphous
systems without any assumption with respect to the inter-
molecular potentials. In contrast to other structure
determination methods such as RISM, the reverse Monte

CDy '%70}( p=0.34g cm -3

G(T)lnter

0.8]
0.6
0.4}
0.2
0.0}
0.0
0.0 =<

2 3 41 5 6

——EXPT i
------- XRISM 1 +
XRISM 2

i

7 A)

FIG. 6. Comparison of the weighted sums of intermolecular
atom distribution functions of CD, at different thermodynamic
states (from top to bottom p=0.27, 0.31, and 0.34 gcm ™ 3), ob-
tained experimentally (EXPT) and by XRISM calculations
(XRISM1, results of the potential deduced in this work;
XRISM2, results of the potential deduced by Williams) with
HNC closure (for the parameters of the potentials used, see
Table V).
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Carlo (RMC) simulation procedure directly generates a
three-dimensional configuration that can be used for any
kind of structural analysis, especially for studying the
orientational relations of the molecules. In recent years
the RMC method was already successfully applied to
several atomic and molecular liquids and liquid mixtures
[55-57]. As the method has been described in detail in
these previous works, here we only give a brief summary
of the basic principles, with a description of the latest de-
velopment concerning approaches for accepting trial
configurations in order to generate the final one.

The model system consists of a sphere and a surround-
ing shell of the thickness R, . At the beginning of the
simulation procedure the molecules are distributed ran-
domly in the system with the correct experimental densi-
ty. In this initial configuration the positions of the mole-
cules as well as their orientational correlation are com-
pletely disordered and the closest intermolecular atom-
atom distances are limited by cutoff-distances r., given

CD4 370K XRISM

(r)

2o Yec

0.9

10 o [A’]
N CDyg 370K XRISM
Sl (b)

—p =027g9gcm~3
~p=031gcm-3
o= 0.34 gecm—3

0 2 4 6 8 10 7 [A]

CDy 370K XRISM

O 2 4 6 8

10 [ 4]

FIG. 7. (a)-(c) Atom pair correlation functions gcc, g€cp»
and gpp (from top to bottom) of CD, at different thermodynam-
ic states, calculated with XRISM theory (HNC closure).
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for each atom pair. Now the molecules gradually move
and rotate at random (up to maximum allowed values) in
order to find a new configuration, the total atom pair
correlation function G, (r) of which is consistent with
the experimental G, (r) function. Therefore, G, (r) is
calculated after each move by summarizing the calculat-
ed atom pair correlation functions according to their neu-
tron weighting factors. If the molecules do not overlap,
as indicated by an atom-atom distance below the corre-
sponding value of r, (which is defined for each atom
pair), the trial configuration is accepted for the moment
with these parameters. Otherwise it is accepted with a
probability according to a Gaussian distribution max-
imum at 7, and width o,. But the final decision on the
acceptance depends on the deviation of the theoretical
and the experimental distribution functions in the form of
the x? value

fmax Gex (ri)_Gca\c(ri)2
X2: 2 [ pt - 1 ] , 25)

i=1 aexpt

where i, is the number of points in r space and szpt is

the estimated error of the experiment. Whereas a de-
crease of the x? value means an improvement of the fit
and therefore the new generated configuration is accept-
ed, an increase is only accepted with a Gaussian probabil-
ity depending on the amount of the worsening. This al-
gorithm, called simulated annealing, works well [57] and
makes it possible to achieve a significantly better fit com-
pared to an algorithm that strictly excludes worsening of
the fit and where the system easily falls into a local
minimum. The simulation is finished when y? converges
at a minimum value.

In this paper, we employed two recently developed op-
timization methods, the threshold accepting (TA) algo-
rithm [58,59] and the great deluge (GD) algorithm
[59,60] in order to test their suitability for achieving fur-
ther improvements in the fit procedure by efficiently sur-
mounting local minima. The TA algorithm is based on
the following principles: Every new configuration is ac-
cepted provided that the new x? value is not less than
X%ax» Which is the old y? value plus a variable, called
threshold. Over the course of the simulation, )(2 mostly
decreases, but with occasional increases, while the
difference between Y? and x2,, remains constant. The
use of the TA algorithm results in an oscillation of y?
around an average value after several simulation steps,
which means that the simulation has reached a tem-
porary convergence. Therefore, in regular steps (each
n,,, moves) a check of the fit tendency is performed. If y?
lies below the value, reached at the last check, the thresh-
old is kept constant. Otherwise, it is reduced by a defined
percentage. In this way, the value of threshold falls over
the course of the simulation, very quickly at the begin-
ning and rather slowly at the end. The final convergence
is reached when the further reduction of threshold does
not reduce the value of y>. The implementation of this
algorithm in the RMC program requires three parame-
ters to be defined at the beginning of a simulation run:
the initial value of the threshold, the number of steps
(n,,) between two checks of the trend of the fit, and the

evt
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TABLE VI. General reverse Monte Carlo simulation param-
eters of fluid CDy: f,,, weighting factors of the atom pair corre-
lation function; r,, closest atom-atom distances for the initial
configuration; r, and o,, Gaussian maximum and the corre-
sponding width.

fw re (A) rg (A) Og (A)
C-C 0.039 3.2 3.400 0.200
C-D 0.320 2.4 2.600 0.200
D-D 0.641 2.2 2.400 0.075

percentual value for the reduce of the threshold value.

The other method we tested, the great deluge algo-
rithm, is similar to TA but easier to realize. A new
configuration is accepted if the y? value is below the limit
XZax- After each acceptance, the value of the limit is re-
duced by a definite percentage, i.e., gd% of the difference
between the current limit and the new y? value. The al-
gorithm leads to convergence within a sufficient number
of simulation steps. So the GD algorithm depends only
on two parameters: the initial value for 2, and the de-
crease percentage gd%. From all that, it follows that the
main difference between simulation runs based on the TA
or the GD algorithm is the different treatment of x2,,,
which continuously decreases in the case of the GD algo-
rithm, whereas the TA rules admit increases of this upper
limit.

We applied both modified RMC methods on the re-
cently published total atom pair correlation functions of
liquid SF¢ obtained by neutron scattering [57] and com-
pared the results with those obtained using the Gaussian
algorithm described above. It turned out that a consider-
ably better agreement between the experimental and the
calculated functions can be achieved with both new algo-
rithms. Of course, when employing a new method, one
has to realize its limits. In the case of RMC calculations
we have to take into account that computer simulations
that are not based on intermolecular potentials can gen-
erate a configuration that is not representative of the
most probable one [61]. But without discussing this fun-
damental question of the RMC method itself, it is obvi-
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ous that the employment of these new algorithms leads to
an increase in the reliability of the fitting procedure re-
sults. Over the course of several tests of the GD algo-
rithm it became apparent that the simulation run is large-
ly independent of the initial value of x2,,,, provided it is
sufficiently greater than the initial value of y2. Therefore,
only the single parameter gd% is necessary for the optim-
ization, which makes this algorithm very easy to handle.
As the efficiency of these two methods is similar (the TA
algorithm is more complex and requires the optimization
of three parameters), we referred the GD algorithm, but
it should be noted that our preference for the GD method
does not exclude the possibility that the TA algorithm is
the more suitable choice in the case of other, e.g., non-
spherical, systems.

B. Calculations and results

For all measured densities 20 simulation runs with the
great deluge algorithm were performed and the resulting
functions were averaged. Each run started from a
different randomly generated initial configuration with
1000 molecules in the inner sphere and a shell of the
thickness R ,, =16 A. The methane molecule has been
treated as a regular tetrahedron with a C-D bonding
length of 1.1 A. Over the course of the simulation pro-
cedure random displacements and orientational changes
up to the maximum values of 0.5 A for the distance and
30° for the angles, respectively, per step were admitted.
The closest atom-atom distances, defined by o, and r
are given in Table VI. For the calculation of the
value, only the distances up to a maximum value of 12 A
have been used in order to avoid any influence of
termination-of-series effects, caused by the finite shell
width. The experimental error has been assumed to be a
constant value of 0.03 A. The most important simulation
parameters are summarized in Table VII.

After moving each particle 100 times convergence of
the simulated total atom pair correlation function to the
experimental one was reached with a very good fit param-
eter (see Table VII), even for the density with the worst
x? value (p=0.27 g/cm?), as can be seen in the averaged
function in Fig. 8. The averaged and slightly smoothed

TABLE VII. Reverse Monte Carlo simulation parameters and results for each simulation run: p,
density; p,, number density; N;, number of molecules in the inner sphere, N,, total number of mole-

cules; R;, radius of the inner sphere; Rm“, thickness of the shell; x2,,, initial upper limit for the y

value; gd%, decrease parameter for the y? value.

2

p (g/cm 0.27 0.31 0.34
Pn (A 0.008 36 0.009 19 0.01021
N; 1000 1000 1000

N, 3536 3654 3793

R; (A) 30.5658 29.6164 28.5953
R (A) 16 16 16
Xiax 10000 10000 10000
gd% 1.1 0.8 1.0
steps per molecule 100 100 100
averaged configurations 20 20 20
average acceptance ratio (%) 61 63 55
average y> value 0.1537 0.0630 0.0769
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FIG. 8. Intermolecular total atom distribution functions of
CD, at T=370 K and p=0.27 gem 3, for experimental results

and RMC simulations.
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FIG. 9. (a)-(c) Atom pair correlation functions gcc, €cp»

and gpp of CD, at different thermodynamic states, calculated
by RMC simulations.

atom pair correlation functions (see Fig. 9) show only
small density effects, which are most significant in the C-
C atom pair correlation function. The first maximum at
40 A is reduced with decreasing density whereas the
shoulder at 4.5 A is more pronounced. The integration of
the C-C correlation function up to 6.3 A yields the total
number of methane molecules in this radius as 10.2 for
the highest and 8.5 for the lowest density. It is quite like-
ly that this effect can be attributed to the decrease of the
density values alone. The shape of the C-D and the D-D
correlation functions indicates only very weak density
effects as well.

C. Orientational correlations

Recognizing that the information derived from the pair
correlation functions is not sufficient to describe the
short-range order in a satisfactory manner, we calculated
the angle distribution functions from the final
configurations. First, we computed the angles of all
center-center-center-triangles, taking into account all dis-
tances up to a value of d,,, which we chose as 6 and 12
A. The resulting distribution functions were normalized
to the theoretical functions of a completely disordered
system with molecules treated as dots.

The averaged and slightly smoothed functions depicted
in Fig. 10 show only one maximum at small angles (55°
ford,,,=6 A and 30° for doax =12 A). This can be attri-
buted to the minimum distances between the molecules,
which prevent the occurrence of smaller angles if both
sides are -of the same length, and does not indicate any

® CD4 370K dmar=64
Tt (@)  w
ol () ﬁ\\&\m
4 E N
0.8 f‘
|
0.6 /
| —p =027gcm-3
0.4 l °p =0.31gcm=3
0.2 / +p =034 gcm=3 1
. ]
00536 "60 90 120 © [deg]
= CD4 370K dmaz=124
1.0 % Aoyt 7y
/
0.8 ;
|
0.6 | —p =027gcm-3
ep =0.31gcm=3
h =0 -3
oal p =034gcm
0 30 60 90 120 @ [deg]

FIG. 10. Center-center-center angular distribution normal-
ized to the shell surface, including center dlstances up to the
upper limits (a) d ., =6 A and (b) do =12 A.
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structural peculiarity. Apart from that, the angles are
completely statistically distributed and there is no simi-
larity to the angle distribution function expected for a fcc
lattice, as occurs in the low-temperature phases of solid
methane [62]. As the high-temperature phase is an orien-
tationally disordered phase [6], it makes sense that our
results indicate a completely statistical distribution of the
molecule centers in the liquid. Furthermore, we deter-
mined the distribution of the angles between the C-D
axes in steps of 30° depending on the center distance. In
order to avoid effects due to the different intensities of the
center-center correlation functions, the angular distribu-
tion functions were normalized to g (7). As shown in
the slightly smoothed functions in Fig. 11, there are no
predominating angles at any center distance. Therefore
we can deduce that the methane molecules are complete-
ly orientationally disordered in the fluid phase with
respect to both the distribution of the centers as well as
to their relative orientation, at all measured densities.

VIII. CALCULATION OF THE MOLECULAR
CENTER STRUCTURE FACTOR
AND CONCLUSION

If the conclusion, based on the RMC calculations, is
correct, namely, that no orientational correlation in the
fluid phase exists, the Fourier transform of the center-
center correlation function multiplied by the square of
the molecule form factor should describe the experimen-
tally determined intermolecular structure factor. We cal-
culated the molecule form factor of methane according to

— ch, 370K
= ((1) - p=0.34 g cm3
E:/ 0.3t ~p=0.31g cm3
> —p=0.27 g cm3
ey P 6i—90 de...:.
0.2¢ )
® = 31-60 deg
0.1t
é:O—BO deg
00=3"4"5 6 7 8 9 10 R[A]
— ch, 370K
@

- b - p=0.34 g cm3
S 0.3 ( ) = p=0.31 g cm3
> { —p=0.27 g cmn3

® = 91120 deg
0.2+

® = 121—150 deg
0.1¢

6 = 151—180;1294
0.0

34 5 6 7 8 9 10R[4]

FIG. 11. Angular distribution functions of the angles be-
tween the C-D axes of the methane molecules, normalized to
8gcc(r), for all measured densities.
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TABLE VIII. Parameters of the CC interaction of the poten-
tials for the calculations of the molecular center structure factor
of methane at the investigated temperature and densities. The
parameters were taken from literature and deduced in this
work.

€ o

(kY mol™ 1) (A) Reference
1.1973 3.79 (53]
1.1391 3.88 [53]
0.60 3.70 [11]
0.40 3.25 [52]
0.60 2.60 this work

Eq. (12) and tested the carbon-carbon correlation func-
tion obtained from XRISM calculations and from RMC
simulations by comparing the results with the experi-
ment. Additionally, we calculated the center-center
correlation function with XRISM, using the potential pa-
rameters found in literature, and compared the results
with the experiment. The parameters used are given in
Table VIII. An example for one measured density is
shown in Fig. 12. Although the carbon-carbon correla-
tion function contributes only 4% to the total atom pair
correlation function of methane and the density effects
are rather small, the RMC results and the CC atom pair
correlation function, calculated with the potential de-
duced in this work, fit the experiment in an astonishingly
good manner at all investigated thermodynamic states, as
can be seen in Fig. 12 for one density. The misfit in the
large-« region is caused by neglecting higher-order terms
in the approximation and is visible in all results of the
calculated potentials.

It can be concluded, which is important for further in-
vestigations, that the CD, molecule can be assumed as
being spherical and that at the determined thermodynam-
ic conditions the molecules in fluid CD, are statistically

o

—-600} T . .
0.0 05 1.0 1.5 2.0

K [A71]

FIG. 12. Intermolecular part of the experimental differential
scattering cross section of CD, and theoretically calculated
molecular center structure factors at 7=370 K and density
p=0.34 gcm ™3, @ denotes experime"nt. The other curves with
symbols are the results of statistical mechanical calculations,
based on potentials deduced in this work or found in literature
(the parameters are given in Table VIID: A, [52]; O, [53]; O,
[53]; X, [11]; O, this work (XRISM); V, this work (RMC).
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distributed with completely disordered molecule axes and
that density effects are only quite weak. Therefore our
results support the statement of Habenschuss, Johnson,
and Narten [23] that apart from the nearest-neighbor in-
teractions the structure has very great similarity to that
of a nonassociated atomic fluid.
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